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Abstract: Designing a system that emphasizes 

adaptability and prompt response is essential to 

bridge existing gaps in healthcare services. The main 

objective is to enhance patient care and strengthen the 

quality of services delivered by hospitals. By 

leveraging Machine Learning (ML) and Cloud-based 

solutions (PaaS), patient health can be monitored in 

real time, especially for those in critical conditions. 

This approach prioritizes improved decision-making 

and continuous supervision in medical environments. 

To reduce expenses, the IBM Cloud is locally 

emulated within the system. The proposed model 

integrates multiple algorithms, including Naïve 

Bayes, Logistic Regression, and Decision Tree 

Classifier, to build a robust ensemble framework for 

predicting critical health conditions. Furthermore, a 

mobile application called the 'Critical Patient 

Management System (CPMS)' has been developed, 

enabling healthcare providers to track patient 

conditions remotely and in real time. The application 

equips doctors with effective tools to monitor critical 

patients even in their absence, ensuring reliable 

healthcare management. 

 “Index terms – Machine Learning in Healthcare, 

Predictive Analytics, Cloud-based Health 

Monitoring, Logistic Regression, Ensemble learning 

Models”. 

1. INTRODUCTION 

Critical patient monitoring systems allow doctors to 

observe and manage multiple patients 

simultaneously, even from remote locations. Such 

systems also help physicians determine appropriate 

medication doses for each patient [1]. These 

technologies can significantly simplify the 

development and testing of ICU decision-support 

mechanisms. Devices like vital sign monitors, 

ventilators, dialysis units, and other clinical tools are 

commonly employed to support critically ill patients 

while their bodies recover. Traditionally, these 

machines are operated manually, relying heavily on 

continuous supervision and diagnostic reports. To 

overcome these limitations, our approach utilizes 

modern technology—particularly auto-deployable 

machine learning models combined with cloud 

computing—to make patient monitoring more 

efficient and less dependent on manual processes. 

 

ML algorithms can forecast short-term changes in a 

patient’s condition, such as improvement, 

deterioration, or the need for urgent medical 

attention. To maximize effectiveness, IBM Cloud 

was selected as the PaaS platform, given its 

compatibility with public, private, and hybrid 

deployment models [2]. Before launching, our system 

required IBM Cloud and IBM Watson Studio to 

manage storage, testing, and deployment. By running 

models in the cloud, the system can continually learn 

from automatically deployed data. The proposed 

'Critical Patient Management System (CPMS)' can 

also connect with Bluemix services [3]. In addition, 

the growing reliance on digital health solutions 

worldwide highlights the importance of adopting 

scalable, cloud-driven systems in developing 

countries. By combining AI-powered predictions 

with accessible mobile platforms, healthcare delivery 

can be made more proactive and patient-centric. 

 

A key contribution of this work is the integration of 

auto-deployable ML models into cloud storage, along 

with methods for parameter tuning and algorithm 

optimization. The healthcare sector, particularly in 

countries such as Bangladesh, has historically 

underutilized such technologies [4]. Unlike other 

industries that benefit from digital innovations, 
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healthcare often struggles with outdated practices. 

This gap results in severe consequences—patients in 

emergencies may suffer permanent harm or death due 

to delayed monitoring and response [5]. Moreover, 

when doctors are not present, communication often 

relies solely on phone calls, which can create 

misunderstandings. 

 

Our research proposes a system where physicians can 

remotely monitor vital patient signs using ML 

models, ensuring more intelligent care. Cloud 

computing enables access to real-time patient data 

from anywhere, allowing doctors to oversee multiple 

patients efficiently. Families also benefit by receiving 

regular updates on patient health without needing to 

visit hospitals frequently. 

2. LITERATURE SURVEY 

This study examines approaches to building a 

decision tree classifier [18] in situations where data is 

divided into two vertical segments. Here, Alice 

possesses one portion while Bob owns the other. 

Both parties aim to collaboratively construct a 

decision tree classifier without disclosing their 

private data, as this could lead to security risks. A 

protocol is proposed that enables the classifier to be 

developed while maintaining privacy. This solution, 

which relies on the scalar product protocol, 

incorporates an untrusted third-party service. 

Compared to existing methods, our implementation 

of the scalar product protocol performs more 

efficiently [32]. Recent studies have emphasized the 

integration of explainable AI (XAI) in healthcare 

prediction models, allowing doctors to interpret 

model decisions with greater transparency. 

 

To evaluate ensemble modeling techniques, 

experiments were conducted using the well-known 

WEKA data mining platform. Six algorithms—
including neural networks, decision trees [18, 32], 

support vector machines, linear regression, and 

others—were applied to real-world datasets, such as 

property transaction records. Performance was 

analyzed through the non-parametric Wilcoxon 

Signed-Rank Test to compare results with baseline 

models. Findings revealed that no single algorithm 

consistently produced the best ensembles. Instead, 

hybrid multi-model strategies demonstrated the 

greatest potential. Key terms: ensemble methods, 

bagging, boosting, stacking, property valuation [29]. 

 

The Naïve Bayes classifier simplifies learning by 

assuming feature independence. While this 

assumption is not always accurate, Naïve Bayes 

frequently achieves results comparable to more 

complex methods. The main focus of related work is 

to determine which data characteristics influence its 

effectiveness [25]. Monte Carlo simulations were 

employed to systematically study classification 

accuracy across diverse synthetic problem sets. 

Results showed that Naïve Bayes achieves optimal 

performance when features exhibit low-entropy 

distributions. Furthermore, Naïve Bayes adapts well 

to both independent and dependent functional 

relationships. Interestingly, classification accuracy is 

less influenced by feature dependency (as measured 

by mutual information) than by the amount of class-

related information lost due to independence 

assumptions. 

 

In ML workflows, hyperparameters, normalization 

rules, and optimization settings must be carefully 

selected [16, 27, 30, 32]. Unfortunately, this process 

is often viewed as a 'black art,' learned primarily 

through trial and error. To address this, automated 

feature engineering and Bayesian optimization have 

been introduced. Here, generalized learning 

performance is modeled using Gaussian processes 

(GPs), which generate posterior distributions from 

prior experiment data. This guides the selection of 

future parameters, enhancing performance beyond 

manual tuning. Experiments confirm that GPs and 

related inference methods significantly influence the 

success of optimization. Advanced strategies, such as 

multi-kernel parallel processing that accounts for 

varying training times, outperform earlier methods 

and even rival expert-level tuning. 

 

Another time-consuming task in computer vision 

involves nearest-neighbor searches in high-

dimensional data. Exact solutions faster than linear 

search are not currently known, though approximate 

algorithms can deliver major speed improvements 

with minimal accuracy loss. However, choosing the 

right algorithm and its parameters for a specific 

dataset remains a challenge. This study [28] 
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addresses this by introducing a system that 

automatically identifies the optimal method and 

parameter configuration based on dataset 

characteristics and desired accuracy. Hierarchical k-

means trees, among other techniques, were shown to 

perform exceptionally well. Trials confirmed that 

randomized K-D trees work best for certain datasets 

[18, 29, 32]. To support this, a publicly available 

software library was released, offering query times 

nearly ten times faster than existing solutions while 

automatically adjusting parameters. 

3. METHODOLOGY 

i) Proposed Work: 

A modern Health Prediction Framework based on 

Machine Learning [16, 27, 30, 32] is proposed in this 

research. The system is designed to run on a Cloud 

Platform-as-a-Service (PaaS). By employing 

algorithms such as Naïve Bayes, Logistic Regression, 

and others, it enables real-time training and 

deployment of predictive models for accurate 

healthcare analysis. To make the solution practical, a 

mobile application called Critical Patient 

Management System (CPMS) has been developed. 

This app allows doctors and nurses to instantly view 

patient data in real time. 

 

The system emphasizes the delivery of smart 

healthcare solutions by ensuring proactive 

interventions and immediate feedback within 

hospitals. Through advanced ML models, it generates 

real-time predictions that provide healthcare staff 

with actionable insights into patient conditions. The 

integration of multiple models—like Naïve Bayes 

and Logistic Regression—ensures comprehensive 

data evaluation. This layered approach increases the 

reliability and accuracy of predictions, capturing 

multiple aspects of patient health [3–17]. 

 

The CPMS mobile app offers an intuitive interface 

that enables healthcare professionals to easily interact 

with patient data, monitor critical health indicators, 

and receive system-driven recommendations. This 

significantly enhances efficiency in healthcare 

management. 

 

ii) System Architecture: 

The proposed CPMS architecture incorporates a 

mobile application that serves as the entry point for 

doctors to record patient vitals. The data is processed 

on a locally simulated IBM Cloud (PaaS), which 

hosts and executes multiple ML algorithms (Naïve 

Bayes, Logistic Regression, Decision Tree 

Classifier). These algorithms are used to predict 

critical health risks in real time.  

 

Once processed, the app immediately provides 

doctors with predictive outcomes, enabling them to 

make timely decisions. This cloud-driven and 

scalable structure ensures that medical professionals 

can remotely monitor patients from different 

geographical locations without delays. 

 

The architecture leverages the cloud’s elasticity, 

ensuring reliable data storage, rapid processing, and 

secure handling of sensitive patient records. This 

design guarantees both flexibility and scalability 

while supporting continuous monitoring of multiple 

patients simultaneously. 

 

Fig 1 Proposed Architecture 

iii) Data collection: 

The dataset used for training the ML models includes 

fifteen attributes representing different health 

indicators. These features consist of age, gender, 

chest pain type (CP), resting blood pressure 

(TRESTBPS), cholesterol (CHOL), fasting blood 

sugar (FBS), resting ECG (RESTECG), maximum 

heart rate achieved (Thalach), old peak, slope, and 

thalassemia type (THAL), along with a class label 
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that categorizes a patient’s condition as either normal 

or abnormal (1). This dataset enables effective 

training and validation of predictive models. 

 

The initial stage involves capturing a patient’s vital 

parameters such as temperature, blood pressure, and 

other physiological readings. These values may be 

manually entered by medical staff or collected 

through sensor-equipped devices. 

 
 

Healthcare providers use the CPMS mobile app [3] to 

input and upload vital signs. The application serves 

as a user-friendly interface that seamlessly connects 

with the cloud system. The recorded information is 

transmitted to the locally simulated IBM Cloud 

(PaaS) [17], where ML models analyze the inputs. 

 

Each algorithm—including Naïve Bayes, Logistic 

Regression, and Decision Tree Classifier—processes 

the data individually to deliver predictive insights. 

The system then provides real-time feedback through 

the CPMS app, displaying alerts, predictions, and 

decision-support recommendations. 

 

Past patient records are securely maintained in the 

cloud database. This archival data not only ensures 

reliable long-term storage but also supports 

continuous improvement of the ML models as they 

retrain on accumulated datasets. 

 

The architecture is designed for scalability, enabling 

smooth handling of larger datasets as patient numbers 

increase. Remote access functionality further allows 

healthcare professionals to monitor patients from 

different locations, ensuring flexibility and 

convenience. 

iv) Algorithms: 

“Support Vector Machine (SVM)”: Chosen for its 

strong classification abilities, SVM identifies the 

optimal boundary that separates patient health states. 

It works effectively with complex, high-dimensional 

data, improving the accuracy of predictions in CPMS. 

“K-Nearest Neighbours (KNN)”: This algorithm 

predicts patient conditions by comparing them to the 

states of nearby data points. Each patient’s vitals are 

treated as a data instance, and the algorithm assigns 

outcomes based on the closest neighbors. As part of 

the ensemble, KNN enhances adaptive and real-time 

decision-making. 

Decision Tree:  By modeling patient health using a 

tree-like decision structure, this algorithm makes 

outcomes transparent and easy to interpret. Its visual 

nature helps medical professionals understand the 

reasoning behind predictions, a critical factor for 

healthcare applications [18]. 

Naïve Bayes: : This simple yet effective probabilistic 

model estimates the likelihood of abnormal 

conditions based on vital sign data. Despite assuming 

feature independence, it consistently delivers reliable 

predictions, strengthening the ensemble model [16]. 

Logistic regression: Specifically designed for binary 

classification, this model predicts whether a patient’s 

condition is stable or critical. It provides clear 

probability estimates that are practical for real-time 

clinical decision-making [17]. 

Random forest: By training multiple decision trees 

on random subsets of data, Random Forest minimizes 

overfitting and improves prediction stability. Its 

ensemble nature makes it ideal for analyzing large, 

complex patient datasets [20].  
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“Ensemble Algorithm: The system integrates SVM, 

Random Forest, and Decision Tree classifiers into a 

hybrid ensemble framework. SVM identifies intricate 

patterns, RF enhances robustness, and DT ensures 

interpretability—together they maximize prediction 

accuracy. 

Multilayer Perceptron (MPL): As a type of neural 

network, MLP captures nonlinear patterns in patient 

health data. Its inclusion boosts the performance of 

the ensemble, particularly in complex prediction 

tasks [19]. 

Gradient Boosting: This iterative ensemble method 

enhances predictive strength by progressively 

correcting prior errors. It produces highly accurate 

health assessments, making it well-suited for real-

time monitoring in CPMS. 

4. EXPERIMENTAL RESULTS 

 

“Fig 3 Home screen” 

 

“Fig 4 Upload healthcare dataset and preprocess” 

 

“Fig 5 Run Algorithm”  

Precision checks how accurate positive predictions 

are by showing how many of those statements turned 

out to be right. 

 

“Fig 6 Precision graph” 

Recall measures how all the relevant examples and 

shows how many real positives were correctly 

predicted. 

 

“Fig 7 Recall graph” 
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The role of F1 score is that it combines precision and 

recall into a single metric that measures how accurate 

and full predictions are. 

 

“Fig 8 Fscore graph” 

Accuracy shows the percentage of properly classified 

instances and it also measures how accurate 

predictions are generally. 

 

“Fig 9 Accuracy graph” 

 

“Fig 10 Start cloud server” 

 

“Fig 11 Upload files” 

5. CONCLUSION 

This project demonstrates the effective integration of 

cloud technology with machine learning [16], 

creating a more seamless process for detecting 

abnormal health conditions. By combining multiple 

algorithms, the system delivers holistic predictions 

that account for various health factors. The use of a 

locally simulated cloud ensures that testing can be 

performed thoroughly without requiring significant 

financial resources, making it practical for students 

and developers. 

 

Through the CPMS mobile application, patient vital 

signs can be tracked remotely, offering doctors 

reliable access to critical health information at any 

time. The adaptability of the system to real-life 

conditions—such as sharing datasets for validation—
makes it versatile for diverse healthcare 

environments. Additionally, different ML methods 

[27, 30] were systematically validated, with the 

ensemble approach delivering the most accurate 

predictions. This highlights the potential of hybrid 

models in predicting patient conditions effectively. 

6. FUTURE SCOPE 

Looking ahead, the system could be expanded by 

integrating embedded devices capable of directly 

capturing live readings from ICU instruments such as 

ventilators, infusion pumps, and cardiac monitors. 

This would enable more comprehensive patient 

monitoring and reduce manual data entry. 

 

Further development may also focus on connecting 

additional patient monitoring systems through 
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embedded technologies and real-time operating 

systems, thereby improving scalability and openness 

of healthcare infrastructure [2]. Another important 

area for advancement is predicting patient mortality 

risks using ML models, which is already under 

ongoing research. 

 

Future work will emphasize enhancing both the 

accuracy and efficiency of models to align with 

evolving healthcare needs. Expanding scalability will 

also allow doctors to monitor multiple patients 

remotely, while families can receive timely updates 

without frequent hospital visits. These improvements 

will make healthcare services more accessible, reduce 

the burden on medical facilities, and enhance the 

overall patient experience. 
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